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Abstract: This paper presents an investigation into the usefulness of software measurement techniques, also known as 

software metrics, for software written in functional programming languages such as Haskell. Statistical analysis is 

performed on a selection of metrics for Haskell programs, some taken from the world of imperative languages. An attempt 

is made to assess the utility of various metrics in predicting likely places that bugs may occur in practice by correlating bug 

fixes with metric values within the change histories of a number of case study programs.  

 

This work also examines mechanisms for visualizing the results of the metrics and shows some proof of concept 

implementations for Haskell programs, and notes the usefulness of such tools in other software Engineering processes such 

as refactoring. This research makes the following contributions to the field of software engineering for functional programs. 

A collection of metrics for use with functional programs has been identified from the existing metrics used with other 

paradigms. The relationship between the metrics and the change history of a small collection of programs has been 

explored. The relationships between the individual metrics on a large collection of programs have been explored. 

Visualization tools have been developed for further exploring the metric values in conjunction with program source code. 

 

Keywords: software Measurement technique, Statistical analysis, Metrics, Haskell Problems. 

 

I. INTRODUCTION 

 

  Functional programming has been an active area of research for many years, but relatively little of this research 

has been directed towards the software engineering aspects of functional programming. This may partly account for the 

slow adoption of functional programming in “real world” software development, along with a lack of robust libraries and 

other such issues discussed by Wadler. Functional programming languages can be a very efficient tool for implementing 

complex systems. However, if the system requires debugging or performance tuning it is not necessarily straightforward to 
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test for and track down bugs or performance bottlenecks. Currently, most research in the area of software engineering for 

functional programming is focused on debugging techniques such as tracing, or data abstraction mechanisms such as the 

work of Hudak and his co-workers on monad transformers and that of Swierstra and his co-workers on combinatory 

libraries. Work has also been done on design methodologies for functional programming, for instance the work of Russell 

[84], and more recently into other development activities such as Refactoring [60] of functional programs. Work on 

debugging techniques is a valuable addition to the field, but mostly such work is based on runtime observation of a 

program, for instance the use of execution tracing. This works very well for small scale programs, but on non-trivial 

programs it may take an inordinate amount of time to run the program, and of course, there is no guarantee that every 

section of code will be executed. In such situations it would be useful to be able to concentrate the testing and debugging 

effort into those areas of a program that are most likely to benefit from the attention. Currently, there is no easy way to 

make such decisions, although runtime profiling tools are often used to help direct development effort at performance 

bottlenecks. In the world of imperative and object-oriented languages, software measurement, also known as software 

metrics, has been used for many years to provide developers with additional information about their programs. Such 

information can give programmers important indications about where bugs are likely to be introduced, or about how easy 

parts of a program are to test, for instance. This can be extremely valuable in easing the testing process by focusing 

programmers’ attention on parts of the program where their effort may provide the greatest overall benefit, which in turn 

can help ease the whole process of validating software. The example of the imperative and object-oriented communities 

suggests that software metrics could provide a useful complement to the existing debugging tools available to functional 

programmers today. Some of the measurement techniques from imperative and object-oriented languages may transfer 

quite cleanly to functional languages, for instance the path count metric which counts the number of execution paths 

through a piece of program code, but some of the more advanced features of functional programming languages may 

contribute to the complexity of a program in ways that are not considered by traditional imperative or object oriented 

metrics. It may therefore be necessary to develop new metrics for certain 

aspects of functional programs. 

 

II. SOFTWARE MEASUREMENT 

 

Developing software is a complex and expensive process. New processes are continually being developed to 

improve the quality of software and reduce the costs involved in its construction, but although software development is 

maturing, many activities are still ad hoc and rely upon personal experience. This is particularly highlighted by Shull and 

his co-workers in. A significant amount of effort is spent on avoidable rework, although the amount of effort decreases as 

the development process matures. Avoidable rework is any rework that is not caused by changing requirements, e.g. fixing 

software defects such as coding errors. Finding and fixing software defects after delivery is much more expensive than 

fixing defects during early stages of development. The reasons for this are illustrated nicely by Smith. If errors are not 
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detected early, much extra work must be performed in testing, diagnosing, and fixing the defect. Because of this it is 

important to find and fix defects as early as possible, and as such, any tools that can aid in the detection of defects can be a 

significant benefit. Studies such as the work of Shull and his co-workers have shown that most avoidable rework comes 

from a small number of software defects, and that code inspections, or peer reviews, can catch more than half of the defects 

in a product. 

 

• Why not inspect all code? Conducting a peer review of millions of lines of code is time consuming and expensive. 

• Why not just do lots of testing? Testing is time consuming and therefore expensive. According to Peters and Pedrycz 

typically as much as 30 to 50% of the software development budget is spent on testing. Additionally, it can be very hard to 

develop a comprehensive test suite, which can result in only partial testing of the system. 

• Why not look at past defect history? The idea of using 

 

The great promise of software metrics is that they may provide a concrete method to quantify the “quality” of 

software, and therefore the likelihood of defects appearing in particular sections of program code. However there has been 

little rigorous work to verify that software metrics can deliver on this promise. Barnes and Hopkins attempted to provide 

some much needed rigorous analysis of software metrics by analysing the evolution of a large library of numerical routines 

written in Fortran through a series of releases. They measured path count metric values for each routine in the library, in 

each release, and counted the number of defects over the lifetime of the library. Their statistical analysis of this data showed 

some encouraging signs, as it produced a statistically significant correlation between the path count values and the number 

of defects found over the system evolution. While Barnes and Hopkins’ work concentrated on a Fortran library, their 

approach is equally well applicable to programs written in any programming language and therefore seems a good model in 

which to validate the metrics for functional program that are presented in this thesis. For this to be a useful exercise it was 

necessary to find a Haskell program that had a comprehensive change history, such as that available for any project stored 

in some form of version control software such as CVS , and which was also of a large enough size to allow some 

achievable (statistically significant) confidence in any statistical analysis. There are two approaches to finding a suitable 

program to use as a case study. The first method is to find a real-world program from a source such as the haskell.org CVS 

repository. Such a program would have the advantage of being a true reflection of the use of Haskell. However it is 

necessary that changes to the program are committed to the repository regularly, and that bug fixing changes in particular 

are committed individually, in order to be able to reliably separate out such changes for analysis. The alternative approach 

to finding a suitable case study program is to write  a program of our own specifically to use as a case study. This has the 

advantage of allowing complete control of how changes in the program are logged, but may run the risk of being too small 

to have any statistically significant confidence in the statistical analysis. For the work presented in this thesis we adopted 

both approaches, which are now described in more detail. 
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III. CONCLUSION 

The investigation of software metrics for functional programming languages, in particular Haskell, has been little 

studied despite the interest in software metrics in other programming disciplines. Therefore this thesis attempts to address 

this gap with the following contributions. • A collection of metrics for use with functional programs has been identified 

from the existing metrics used with other paradigms.  The relationship between the metrics and the change history of a 

small collection of programs has been explored. 

• The relationships between the individual metrics on a large collection of programs have been explored. 

• Visualization tools have been developed for further exploring the metric values in conjunction with program source code. 

• Several of the metrics presented are strongly correlated. This suggests they are measuring closely related attributes, such 

as the number of patterns in a function and the number of scopes in a function. Analyzing the correlation between metrics 

led to the following observations. 

• In the selection of metrics studied in this thesis, there does not appear to be a single metric that, for all programs, gives a 

good correlation with the number of bug-fixing or refactoring changes, although “Out degree” (c3), a measure of the 

number of functions called by a given function, can give reasonable predictions for most programs. Instead, combinations 

of metrics can be used to give increased correlation, and therefore more accurate predictions. 

 

The visualization systems described in this thesis are currently proof of concept implementations, but they have shown that 

combining metrics with visualization is more useful than simply presenting the user with a list of metric values. 

Implementing the visualizations as a Haskell library has provided flexibility and extensibility for end users to customize 

visualizations to their own needs, as well as providing easy mechanisms to extend the library with new visualizations in the 

future. 
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